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1 Preamble

This document is intended to present how to solve the same problem using Markov Chain Monte Carlo (MCMC)
methods in three different programming languages - Matlab, Python, and R. It is not intended to be a user’s guide
on how to use each type of language, but rather a demonstration of how you can perform similar analyses using
whatever language you prefer. For the purpose of this demonstration we will consider the banana example discussed
in Section 2. Four different MCMC algorithms are tested in each language:

1. MH - Metropolis Hastings 3. DR - Delayed Rejection
2. AM - Adaptive Metropolis 4. DRAM - Delayed Rejection Adaptive Metropolis

A visual comparison is provided in Figure 1 presenting the pairwise correlation between the two model parameters
for each language and each algorithm. The banana shaped nature of this correlation is what motivates the name of
our example. Also, a comparison of the acceptance rate for each algorithm is presented in Table 1. A more detailed
description of these algorithms can be found in [2, 1, 4].

Note, all example scripts can be downloaded at the website:
https://github.com/prmiles/mcmc_banana_examples.

*Email: prmiles@ncsu.edu


https://github.com/prmiles/mcmc_banana_examples
prmiles@ncsu.edu

2 Banana Example

For a full description of this example, see [3]. This example allows for an interesting comparison between different
adaptive methods by constructing a non-Gaussian target distribution. This is accomplished by twisting the first two
dimensions of the Gaussian distribution. As the Jacobian is 1, it makes it easy to calculate the right probability
regions for the banana. The basics of the model are as follows.

By (wi,a,b) = [azy, “2 — b(a?x? + a?)] (1)
a

B;l(xi, a,b) = [z1/a, axy + ab(z} + a?)] (2)

We can construct a sum-of-squares function
Bsos(mia a, ba His A) = B‘;l(xl - M5, @, b) A Bf_l(xl — M, Q, b) (3)

where p; are the centers for our target distributions, A is the target precision, and the banana parameters are a and
b. For this particular example we consider the problem where we have 2 unknown parameters with center u; = 0,
and we have a target correlation of p = 0.9 for the first two dimensions. We subsequently define the target precision

matrix A\
1 p -t
r=ot =] @

Calibration of this model yields a banana shaped pairwise correlation between 27 and x5 (hence the name).

. Language
Algorithm | 105 Python R
MH 208 207 205
AM 326 325 332
DR 1061 1075 1058
DRAM 1273 1261 1279

Table 1: In each language, the simulation was run 100 times. The numbers in the table represent the average number
of accepted samples for each algorithm in each language.
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Figure 1: Comparison of pairwise correlation plot using different MCMC algorithms in different scripting languages.



3 Matlab

3.1 Key Features

To run MCMC simulations, the user must download the Toolbox from Marko Laine’s website: http://helios.fmi.
fi/~lainema/mcmc/. In order to access the toolbox, the user must add the directory to Matlab’s search path.

Note that this command assumes you have placed the toolbox folder in the same directory as your script file. The
required model functions are efficiently defined in Matlab

In order to run the MCMC simulations, we must first define several structures. The general procedure requires
creation of a data structure, model parameter array, and settings specific to the MCMC simulation.

We can run different Metropolis algorithms by simply changing a few settings within the options structure

You can observe the sampling chains and correlation plots for any result by using the plotting routine within the
mcmestat toolbox.



http://helios.fmi.fi/~lainema/mcmc/
http://helios.fmi.fi/~lainema/mcmc/

3.2 Complete Example Code

Listing 1: Matlab implementation for Banana example.
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4 Python

4.1 Key Features

To run MCMC simulations in Python one must install or download the package pymcmestat. A complete tutorial
for it’s usage, including installation, can be found at https://prmiles.wordpress.ncsu.edu/. In our example script, we
first import the required packages,

We define a series of functions as well as a class structure for communicating information within the MCMC simu-
lation.



https://prmiles.wordpress.ncsu.edu/

We generate a different MCMC object for each algorithm we want to test and add the data to each object separately

Similarly, we add model parameters to the simulation

In order to define the specific algorithms to be used within the MCMC simulation, we must define the simulation
options and also settings for the model

‘We can now run the simulations

One can extract the results from each object, and as an example we have shown how to generate the chain panel
and pairwise correlation plot for the results from the DRAM algorithm




4.2 Complete Example Code

Listing 2: Python implementation for Banana example.







5 R

5.1 Key Features
To run MCMC simulations in R one must install the FME package. This can be done from CRAN using

We define a series of functions to generate our sum-of-squares value, which is a required input to the MCMC
simulation.

We can then run different types of MCMC simulations by changing whether or not we include key words such as
updatecov and ntrydr.




The results from the simulation can be observed in several different ways. The raw chains can be plotted and also
pairwise correlations via

5.2 Complete Example Code

Listing 3: R implementation for Banana example.
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